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ABSTRACT: 

 

Machine Learning (ML) has emerged as a transformative technology across various domains, revolutionizing 

industries such as healthcare, finance, and manufacturing. This paper provides a comprehensive review of 

recent advancements in ML, focusing on key algorithms, applications, and challenges. Specifically, it explores 

the use of common ML algorithms for predicting lung disease for the given data set containing 1,000 instances. 

The study demonstrates how these algorithms are applied to classify lung disease cases, highlighting their 

effectiveness and comparing performance metrics. Despite the advancements, challenges such as the need for 

large labeled datasets, model interpretability, computational complexity, and biases in predictions remain. The 

paper also discusses future research directions, including few-shot learning, explainable AI, transfer learning, 

edge computing, and ethical AI, which aim to address current limitations and unlock new potentials for ML in 

healthcare and beyond. 
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1. INTRODUCTION 

 

Machine Learning (ML) application in disease prediction is seen as significant advancements in 

recent years, providing powerful tools for data-driven decision-making in various fields. In the 

healthcare sector, ML techniques are increasingly being adopted for early detection, diagnosis, and 

prediction of diseases. One such critical area is lung disease prediction, where timely identification 

can lead to more [1] effective treatments and improved patient outcomes. Traditionally, medical 

professionals have relied on diagnostic tools such as medical imaging and lab tests, but ML algorithms 

now offer the potential to enhance the accuracy and efficiency of these processes [2]. This paper 

explores the application of three widely used ML algorithms— Logistic Regression, k-Nearest 

Neighbors, and Naive Bayes—for predicting lung disease based on a dataset containing 1,000 

instances. This research work assesses the performance of the traditional algorithm mentioned using 

the performance metrics like precision, Recall, Accuracy and F1 Score.  this work provides the 

strengths and weaknesses of each algorithm; the result provides an insight into the most effective 

approaches for lung disease prediction. Additionally, the paper discusses the challenges associated 

with ML in healthcare, including data quality, model interpretability, and computational constraints. 

The paper is organized as introduction in chapter 1 and literature survey in chapter 2 and the 3rd 

chapter methodology, chapter 4 result and discussion and finally the conclusion.  

 

2.LITERATURE SURVEY 

 

Machine Learning techniques have gained considerable attention in medical research, particularly for 

disease prediction and classification tasks. Several studies have investigated the application of various 

algorithms for lung disease diagnosis. For binary classification problem the Logistic Regression 

model is used. This LR is a statistical method [3], has been extensively applied in medical research 

due to its simplicity and interpretability. In the context of lung disease prediction, LR has been 

employed to identify patterns in factors such as smoking history, age, and respiratory function, 

enabling early detection of diseases like lung cancer. 
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k-Nearest Neighbors (KNN) is another widely used algorithm in medical applications. KNN is a non-

parametric method [4] that classifies a sample based on its proximity to labeled instances in the feature 

space. Numerous studies have utilized KNN to predict lung disease by analyzing patient data such as 

lung function tests, genetic information, and environmental exposure. KNN is simple and it has the 

ability to handle non-linear data made it a popular choice in healthcare applications. 

Naive Bayes (NB), based on Bayes’ Theorem, has also been employed for disease prediction tasks, 

including lung disease classification [5]. NB is particularly effective when the features are 

conditionally independent, making it suitable for problems where this assumption holds. Research 

has shown that Naive Bayes can efficiently classify lung disease instances with high accuracy, 

particularly when working with large datasets. 

 

Several studies have compared these algorithms in the context of lung disease prediction. In one study, 

LR outperformed both KNN and NB in terms of classification accuracy when using a dataset of 1,000 

medical instances. However, KNN showed better performance in handling non-linear relationships, 

while Naive Bayes demonstrated robustness in smaller datasets with fewer variables. These findings 

underline the need of picking the proper algorithm grounded on the environment of the data and the 

specific application. 

 

Despite the promising results of ML algorithms in healthcare, challenges remain, particularly 

regarding the interpretability of complex models, the need for large labeled datasets, and the potential 

for bias in predictions. The growing interest in Explainable AI (XAI) [6] aims to address these issues 

by providing transparent models that healthcare professionals can trust and use effectively. 

Additionally, recent advancements in deep learning and transfer learning are opening new avenues 

for improving disease prediction systems by leveraging large-scale, diverse datasets. 

In conclusion, this paper builds upon existing research by comparing LR, KNN, and NB algorithms 

for lung disease prediction and offers insights into their applicability, strengths, and limitations in 

healthcare. The results in this research work contribute to the growing body of knowledge on ML 

applications in medical diagnosis, providing valuable recommendations for future research and 

practical implementations in the healthcare sector. 

 

3.METHODOLOGY  

 

The research work employs methods at different levels which includes the data collection, processing 

and implementing the models like NB, KNN and LR. This work evaluates the models using the 

metrics like accuracy, precision, recall all of them are discussed in this section. 

 

3.1 Data set 

 

The lung diseases dataset, taken from Kaggle [11], consists of various patient-related features and 

medical indicators aimed at understanding the factors contributing to lung health. Key attributes in 

the dataset typically include the age of the patient, which may influence susceptibility to lung 

diseases; gender, which can affect the risk of lung diseases; smoking history, a categorical variable 

indicating whether the patient has a history of smoking (e.g., Yes, No); breathing patterns, which 

include measures like forced vital capacity (FVC) or forced expiratory volume (FEV) to assess lung 

function; medical history, which includes records of other chronic diseases (e.g., asthma, tuberculosis) 

or prior lung conditions that could contribute to the development of lung diseases; oxygen levels, 

which measure oxygen saturation or partial oxygen pressure, indicating lung efficiency; chest X-

ray/CT imaging data, which shows abnormalities or structural issues in the lungs; and symptoms, 

which include information on symptoms related to lung diseases.   
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The lung diseases dataset, taken from Kaggle, consists of various patient-related features and medical 

indicators aimed at understanding the factors contributing to lung health. Key attributes in the dataset 

typically include. The lung disease dataset, consisting of 5,200 instances, includes 26 attributes that 

capture a wide range of patient demographics, lifestyle factors, environmental exposures, symptoms, 

and the target classification label. Among these, most features are of integer type (indicating binary 

or ordinal encoding), while a few are object type, likely representing categorical or identifier data.  

 

The Patient Id is an object-type field used to uniquely identify each individual, while the index column 

appears to be a positional identifier. Age and Gender are demographic features, with gender 

numerically encoded (e.g., 0 for female, 1 for male). Pollution from air, usage of Alcohol, Allergic to 

dust, Hazards caused due to Occupational, Risk by Genetic, Un Balanced Diet, Obesity, Smoking, 

and Passive Smoker, each likely encoded as 0 (no risk/exposure) or 1 (risk/exposure). Medical history 

is captured through chronic lung disease, and a rich set of symptoms related to lung conditions. These 

symptom attributes are also binary or ordinal in nature. The target variable, Level, is of object type 

and likely represents the severity or presence of lung disease (e.g., "Low", "Medium", "High" or 

"Yes"/"No"). This well-structured dataset enables the use of supervised machine learning techniques 

to build predictive models for lung disease classification. The inclusion of diverse input features 

allows for capturing multifactorial contributors to lung health, making the dataset suitable for 

comparative analysis using algorithms like Logistic Regression, KNN, and Naive Bayes the figur1 

contains sample data set. 

 

Table 1: Sample Data set 
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DATASET STATISTICS 

 

The information of the data is analyzed to get the insight in to the data , to ensure smooth further 

processing. The statics analysis includes analysis of numerical future, variable distribution analysis 

[12]. 

 

Preprocessing 

 

Categorical features such as Gender and Smoking status were label-encoded. Numerical features were scaled 

using Min-Max normalization [13] to enhance the performance of distance-based algorithms like KNN 

 

Models  

This study employs three popular and interpretable machine learning algorithms—NB [14], k-NN 

[15], and LR [16]—to predict lung disease based on patient data. These models are chosen for their 

simplicity, effectiveness, and widespread use in classification problems, particularly in medical 

diagnostics. 

Naive Bayes (NB) 

Naive Bayes is based on Bayes’ Theorem and it is a probabilistic classifier, the concept behind this 

theorem is that it assumes each predictor are independence [7].  This model can be used well with 

high dimensional data and it will require only less amount of data set. 

 

Bayes’ Theorem: 

 

P(M∣X)= 
𝐏(𝐗∣𝐌)⋅𝐏(𝐌)

𝐏(𝐗)
  (1) 

Where: 

• P(M∣X)  is the class M posterior probability (e.g., presence of lung disease) given feature 

vector X 

• P(X∣M)   class M is the likelihood of features. 

• P(M)    class M’s prior probability 

• P(X)  is the probability of the features (acts as a normalization constant) 

 

 2. k-Nearest Neighbors (KNN) 

 

KNN is classify the data based on majority of classes and it is a instance based algorithm and it is 

non-parametric [8] label among the k-nearest data points in the feature space. It is intuitive and 

effective for multi-class problems and no assumption is made for the distribution of data. 

 

Distance Metric: 

The most commonly used distance function is Euclidean distance: 

𝐝(r, 𝐪) = 𝐢 = √∑ (𝐫𝐢 − 𝐪𝐢)𝟐n
i=1     (2) 

Where: 

• r and q are the feature vectors of two data points 

• n is the number of features 

After computing distances of all training instances and test instances difference, the class label is 

assigned based on a majority vote of the kkk nearest neighbors. 
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3. Logistic Regression (LR) 

Logistic Regression is a binary classification linear model, which estimates category of particular 

given input using probability [9]. It is suitable for modelling the likelihood of disease presence or 

absence. 

 

Logistic Function (Sigmoid): 

 𝐏(𝐲 = 𝟏 ∣ 𝐗) = 𝟏 + 𝐞 − (𝛃𝟎 + 𝛃𝟏𝐱𝟏 + 𝛃𝟐𝐱𝟐 +⋯+ 𝛃𝐧𝐱𝐧)𝟏   (3) 

Where:  

• β0  is the intercept 

• βi  are the coefficients for the features xi  

• The output is the predicted probability that y=1 (e.g., lung disease present) 

 

Training and evaluation  

 

The research work uses 80-20 data split for testing and training [17].  Python 3.9 and Scikit-learn 

library are used to implement the classification model [20]. For KNN, the number of neighbours (k) 

was set to 5. Logistic Regression used L2 regularization with the ‘liblinear’ solver. Naive Bayes was 

implemented using GaussianNB. No advanced hyperparameter tuning was conducted as the focus 

was on baseline comparisons. 

All three models are evaluated using performance metrics such as accuracy, precision, recall, F1 

score, and confusion matrix [10]. 

 

4.Result and Discussion  

 

The result obtained from this research work is in this comparative analysis which include statistics of 

the data set and model and evaluation process.  

Statistics 

The data info revels that the research work uses 5200 data set and 8 attribute among which 5 data are 

categorical data and 3 data are numeric data. Among which 5.8 % data are missing. That is in total 

301 data is missing. Figure 1 is the shows a histogram of the 'Age' variable, Distributions. The bin 

width is set to 50, meaning each bar represents a range of 50 years. The bin width is set to 50, meaning 

each bar represents a range of 50 years.  
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Figure 1: Age Distribution 

The dataset in figure 2 includes features like Age, Lung Capacity, and Disease Type. Notably, there 

are 30 missing values across all features. "Disease Type" is selected, with "Bronchitis" as the mode 

and a dispersion of 1.61. Addressing the missing data is a key next step. 

 

 
Figure 2 : future Statistics 

 

k-Nearest Neighbors (kNN) 

 

This study evaluates the predictive performance of three supervised machine learning models on a 

lung disease dataset comprising 1,000 patient records and 24 predictor variables. The kNN model in 

table 2 and figure 3 yielded an accuracy of 48.3%, F1-score of 48.2%, precision of 48.4%, and 

recall of 48.3%. The Area Under the Curve (AUC) was recorded at 46.6%, this model lack in 

differentiating the classes propely. The relatively low performance across all metrics may be 

attributed to the algorithm’s sensitivity to the curse of dimensionality and lack of feature scaling. 

Additionally, kNN is a lazy learner and does not generalize from the training data, which can hinder 

performance in datasets with mixed or noisy features. 

Table 2: k-Nearest Neighbors (kNN) - Performance Table 

Metric Percentage 

AUC 46.6 

Accuracy 

(CA) 
48.3 

F1 Score 48.2 

Precision 48.4 

Recall 48.3 
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Figure 3: k-Nearest Neighbors (kNN) - Performance 

 

Logistic Regression (LR) 

 

Logistic Regression performed marginally better, achieving an 51.4% accuracy, F1-score of 51.0%, 

and AUC of 52.7%. The precision and recall were both at 51.0% and 51.4%, respectively table 3 

figure 4. These results suggest that logistic regression slightly improves the prediction of lung disease 

but still falls short of clinical utility. The performance indicates that either the connection between 

the predictors and the target variable is only mildly linear, or the features themselves aren't highly 

effective at distinguishing between outcomes. 

 

Table 3: Logistic Regression - Performance Table 

Metric Percentage 

AUC  52.7 

Accuracy 

(CA) 
51.4 

F1 Score 51.0 

Precision 51.0 

Recall 51.4 

Figure 4: Logistic Regression - Performance 

 
Naive Bayes (NB) 

Among the three models, Naive Bayes showed the best performance, with an accuracy of 53.6%, 

F1-score of 53.4%, precision and recall both at 53.4%, and an AUC of 53.9%. Despite its 

simplifying assumption of feature independence, NB outperformed kNN and LR. This may be due to 

the algorithm’s robustness to irrelevant features and its effectiveness on small-to-medium-sized 
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datasets. However, the overall performance still indicates that the features may not be sufficiently 

informative or separable to yield high classification accuracy. 

 

Table 4: Naive Bayes - Performance Table 

 

Metric Percentage 

AUC  53.9 

Accuracy 

(CA) 
53.6 

F1 Score 53.4 

Precision 53.4 

Recall 53.4 

 
Figure 5: Naive Bayes – Performance 

 

Table 5: Confusion matrix Naïve Bayes 

 
Detected 

as 

Positive 

Detected 

as 

Negative 

Actually 

Positive 
267 233 

Actually 

Negative 
232 268 

 

Table 6: Confusion matrix Knn 

 
Detected 

as 

Positive 

Detected 

as 

Negative 

Actually 

Positive 
241 259 

Actually 

Negative 
256 244 

 

Table 7: confusion Matrix LR 

 
Detected 

as 

Positive 

Detected 

as 

Negative 

Actually 

Positive 
257 243 

Actually 

Negative 
246 254 
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Table 8: Comparative table 

 

Model Acc  Pre  Recall 
F1-

Score 
AUC 

LR 51.40% 51.00% 51.40% 51.00% 52.70% 

KNN 48.30% 48.40% 48.30% 48.20% 46.60% 

Naive 

Bayes 
53.60% 53.40% 53.40% 53.40% 53.90%  

 

The table through 5 to 7 provides the confusion matrix of the three models and table 8 gives the 

comparative analysis of each model with highest accuracy for model naïve bayes with 53 accuracies. 

Overall, while Naive Bayes provided slightly better results, none of the models surpassed a 55% 

accuracy threshold, pointing toward the dataset’s limitations or the need for advanced feature 

engineering. The close clustering of metrics across models suggests: 

• Limited variance in feature importance 

• Possible class imbalance 

• The need for dimensionality reduction or data transformation (e.g., PCA, normalization) 

The result shows that all the model used here are having low accuracy and further refinement are 

needed. This may include hyper parameter tuning, ensambling and optimization to get better positive 

negative distinguishing of classes. 

 

5.CONCLUSION 

 

This research presents a comparative study of three classical machine learning algorithms—k-Nearest 

Neighbors (kNN), Logistic Regression (LR), and Naive Bayes (NB)—for lung disease prediction 

using a Kaggle dataset consisting of 1,000 patient records. Among the models evaluated, Naive Bayes 

achieved the highest accuracy (53.6%) and AUC (53.9%), followed closely by Logistic Regression 

and kNN. Despite these results, all three models demonstrated limited predictive capability, 

suggesting that the current feature set and model complexity are insufficient for high-confidence 

clinical predictions. To enhance performance in future studies, several improvements are 

recommended. First, advanced preprocessing techniques such as feature scaling, categorical 

encoding, and normalization can help optimize model inputs. Second, incorporating domain-specific 

medical features—such as lung function tests, biomarkers, and imaging-derived variables—may 

significantly improve the models’ ability to capture underlying patterns. Additionally, the use of 

ensemble learning methods (e.g., Random Forests, Gradient Boosting) or deep learning architectures 

could offer improved generalization and feature extraction. Addressing data-related challenges like 

class imbalance and noise through data augmentation, resampling, or feature selection is also critical. 

In summary, while traditional ML models provide a useful starting point, more sophisticated and 

context-aware approaches are essential for achieving clinically viable accuracy in lung disease 

prediction tasks. 
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